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Introduction

Sample size calculation or estimation is 
an important consideration which necessitate 
all researchers to pay close attention to when 
planning a study, which has also become a 
compulsory consideration for all experimental 
studies (1). Moreover, nowadays, the selection of 
an appropriate sample size is also drawing much 
attention from researchers who are involved in 
observational studies when they are developing 
research proposals as this is now one of the 
factors that provides a valid justification for the 
application of a research grant (2). Sample size 
must be estimated before a study is conducted 
because the number of subjects to be recruited 
for a study will definitely have a bearing on the 
availability of vital resources such as manpower, 
time and financial allocation for the study. 

Nevertheless, a thorough understanding of the 
need to estimate or calculate an appropriate 
sample size for a study is crucial for a researcher 
to appreciate the effort expended in it.

Ideally, one can determine the parameter 
of a variable from a population through a 
census study. A census study recruits each and 
every subject in a population and an analysis 
is conducted to determine the parameter or in 
other words, the true value of a specific variable 
will be calculated in a targeted population. This 
approach of analysis is known as descriptive 
analysis. On the other hand, the estimate that 
is derived from a sample study is termed as a 
‘statistic’ because it analyses sample data and 
subsequently makes inferences and conclusions 
from the results. This approach of analysis is 
known as inferential analysis, which is also the 
most preferred approach in research because 
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Abstract
Determination of a minimum sample size required for a study is a major consideration 

which all researchers are confronted with at the early stage of developing a research protocol. 
This is because the researcher will need to have a sound prerequisite knowledge of inferential 
statistics in order to enable him/her to acquire a thorough understanding of the overall concept 
of a minimum sample size requirement and its estimation. Besides type I error and power of the 
study, some estimates for effect sizes will also need to be determined in the process to calculate 
or estimate the sample size. The appropriateness in calculating or estimating the sample size will 
enable the researchers to better plan their study especially pertaining to recruitment of subjects. 
To facilitate a researcher in estimating the appropriate sample size for their study, this article 
provides some recommendations for researchers on how to determine the appropriate sample 
size for their studies. In addition, several issues related to sample size determination were also 
discussed.
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other tests in a targeted population. In a real 
setting, the parameter of a variable in a targeted 
population is usually unknown and therefore a 
study will be conducted to test and confirm these 
effect sizes. However, for the purpose of sample 
size calculation, it is still necessary to estimate 
the target effect sizes. By the same token, Cohen 
(9) presented in his article that a larger sample 
size is necessary to estimate small effect sizes and 
vice versa. 

The main advantage of estimating the 
minimum sample size required is for planning 
purposes. For example, if the minimum sample 
size required for a particular study is estimated 
to be 300 subjects and a researcher already 
knows that he/she can only recruit 15 subjects 
in a month from a single centre. Thus, the 
researchers will need at least 20 months for data 
collection if there is only one study site. If the 
plan for data collection period is shorter than 20 
months, then the researchers may consider to 
recruit subjects in more than one centre. In case 
where the researchers will not be able to recruit 
300 subjects within the planned data collection 
period, the researchers may need to revisit the 
study objective or plan for a totally different 
study instead. If the researcher still wishes 
to pursue the study but is unable to meet the 
minimum required sample size; then it is likely 
that the study may not be able to reach a valid 
conclusion at the end, which will result in a waste 
of resources because it does not add any scientific 
contributions. 

How to Calculate or Estimate Sample 
Size? 

Sample size calculation serves two 
important functions. First, it aims to estimate 
a minimum sample size that can be sufficient 
for achieving a target level of accuracy in an 
estimate for a specific population parameter. In 
this instance, the researcher aims to produce an 
estimate that is expected to be equally accurate 
as an actual parameter in the target population. 
Second, it also aims to determine the level of 
statistical significance (i.e. P-value < 0.05) 
attained by these desired effect sizes. In other 
words, a researcher aims to infer the statistics 
derived from the sample to that of the larger 
population. In this case, a specific statistical test 
will be applied and the P-value will be calculated 
by using the statistical test (which will determine 
the level of statistical significance).

For univariate statistical test such as 
independent sample t-test or Pearson’s chi-

drawing a conclusion from the sample data is 
much easier than performing a census study, due 
to various constraints especially in terms of cost, 
time and manpower. 

In a census study, the accuracy of the 
parameters cannot be disputed because the 
parameters are derived from all subjects in the 
population. However, when statistics are derived 
from a sample, it is possible for readers to query 
to what extent these statistics are representative 
of the true values in the population. Thus, 
researchers will need to provide an additional 
piece of evidence besides the statistics, which 
is the P-value. The statistical significance or 
usually termed as ‘P-value less than 0.05’, and 
it shall stand as an evidence or justification that 
the statistics derived from the sample can be 
inferred to the larger population. Some scholars 
may argue over the utility and versatility of 
P-value but it is nevertheless still applicable and 
acceptable until now (3–5).  

Why It is Necessary to Perform a Sample 
Size Calculation or Estimation?

In order for the analysis to be conducted for 
addressing a specific objective of a study to be 
able to generate a statistically-significant result, 
a particular study must be conducted using a 
sufficiently large sample size that can detect the 
target effect sizes with an acceptable margin of 
error. In brief, a sample size is determined by 
three elements: i) type I error (alpha); ii) power 
of the study (1-type II error) and iii) effect size. 
A proper understanding of the concept of type 
I error and type II error will require a lengthy 
discussion. The prerequisite knowledge of 
statistical inference, probability and distribution 
function is also required to understand the 
overall concept (6–7). However, in sample size 
calculation, the values of both type I and type II 
errors are usually fixed. Type I error is usually 
fixed at 0.05 and sometimes 0.01 or 0.10, 
depending on the researcher. Meanwhile, power 
is usually set at 80% or 90% indicating 20% 
or 10% type II error, respectively. Hence, the 
only one factor that remains unspecified in the 
calculation of a sample size is the effect size of a 
study. 

Effect size measures the ‘magnitude of 
effect’ of a test and it is independent of influences 
by the sample size (8). In other words, effect size 
measures the real effect of a test irrespective 
of its sample size. With reference to statistical 
tests, it is an expected parameter of a particular 
association (or correlation or relationship) with 
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For some study objectives, it is often much 
easier to estimate the sample size based on a 
rule-of-thumb instead of manual calculation or 
sample size software. Taking an example of an 
objective of a study that needs to be answered 
using multivariate analysis, the estimation of an 
association between a set of predictors and an 
outcome can be very complicated if it involves 
many independent variables. In addition, the 
actual ‘effect size’ can range from low to high, 
which renders it even more difficult to be 
estimated. Therefore, it is recommended to adopt 
the conventional rule-of-thumb for estimating 
these sample sizes in these circumstances. 
Although some scholars have initially thought 
that the concept of rule-of-thumb may not 
be as scientifically robust when compared to 
actual calculations, it is still considered to be an 
acceptable approach (13–15). Table 1 illustrates 
some published articles for various sample 
size determinations for descriptive studies and 
statistical tests. 

square test, these sample size calculations 
can be done manually using a rather simple 
formula. However, the manual calculation can 
still be difficult for researchers who are non-
statisticians. Various sample size software 
have now been introduced which make these 
sample size calculation easier. Nevertheless, a 
researcher may still experience some difficulty in 
using the software if he/she is not familiar with 
the concept of sample size calculation and the 
statistical tests. Therefore, various scholars have 
expended some effort to assist the researchers 
in the determination of sample sizes for various 
purposes by publishing sample size tables for 
various statistical tests (10–12). These sample 
sizes tables can be used to estimate the minimum 
sample size that is required for a study. Although 
such tables may have only a limited capacity for 
the  selection of various effect sizes, and their 
corresponding sample size requirements; it is 
nonetheless much more practical and easier to 
use.

Table 1. Summary of published articles related to sample size determination for various statistical tests

Published articles

a. To estimate parameters for population Krejcie and Morgan (10), Lachin (16), Campbell et al. (17), Bartlett 
et al. (18), Israel (19), Naing et al. (20).

b. To infer the results for larger 
population

Correlation Cohen (9), Algina and Olejnik (21), Bujang and Nurakmal (22).

Intra-class correlation Fleiss and Cohen (23), Bonett (24), Zou (25), Bujang and Baharum 
(26).

Kappa agreement test Cicchetti (27), Flack et al. (28), Cantor (29), Sim and Wright (30), 
Bujang and Baharum (11).

Independent sample t-test and paired 
t-test

Lachin (16), Cohen (9), Dupont and Plummer (31).

One-way ANOVA Cohen (9), Jan and Shieh (32).

Pearson’s chi-square Lachin (16), Cohen (9), Dupont and Plummer (31).

Cronbach’s alpha Bonett (33), Bonett (34), Bonett and Wright (35), Bujang et al. 
(36).

Sensitivity and specificity Buderer (37), Malhotra and Indrayan (38), Bujang and Adnan (12).

Linear regression or Multiple linear 
regression

Cohen (9), Dupont and Plummer (31), Hsieh et al. (39), 
Knofczynski and Mundfrom (40), Tabachnick and Fidell (41), 
Bujang et al. (42).

Analysis of covariance Borm et al. (43), Bujang et al. (44).

Logistic regression Peduzzi et al. (14), Hsieh et al. (39), Bujang et al. (44).

Survival analysis Lachin (16), Lachin and Foulkes (45), Dupont and Plummer (31).

Cox regression Peduzzi et al. (13), Hsieh and Lavori (46), Schmoor et al. (47).

Exploratory factor analysis Barrett and Kline (48), Osborne and Costello (49), Bujang et al. 
(50), Bujang et al. (51).
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In brief, the present paper will be proposing 
five main steps for sample size determination 
as shown in Figure 1. The following provides an 

initial description and then a discussion of each 
of these five steps:

Figure 1. Recommended steps in sample size determination 

Step 1: To Understand the Objective of the Study

The objective of a study has to be 
measurable or in other words, can be determined 
by using statistical analysis. Sometimes, a 
single study may have several objectives. One 
of the common approaches to achieve this is 
to estimate the sample size required for every 
single objective and then the minimum required 
sample size for the study will be selected to be 
the highest number of all sample sizes calculated.  
However, this paper recommends that the 
minimum sample size be calculated only for the 
primary objective, which will remain valid as 
long as the primary objective is more important 
than all the other objectives. This also means 
that the calculation of minimum sample size for 
any other objectives (apart from the primary 
objective) will only be considered unless they 
are considered to be equally important as the 
primary objective. For the development of a 

research proposal, different institutions may 
apply different approaches for sample size 
determinations and hence, it is mandatory to 
adhere to their specific requirements for sample 
size determinations.

However, the estimation or calculation 
of sample size for every study objective can be 
further complicated by the fact that some of 
the secondary objectives may require a larger 
sample size than the primary objective. If the 
recruitment of a larger number of subjects is not 
an issue, then it will always be viable to obtain a 
larger sample size in order to accommodate the 
sample size requirements for each and every 
objective of the study. Otherwise, it may be 
advisable for a researcher to forgo some of the 
secondary objectives so that they will not be too 
burdensome for the him/her. 
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the difference between means of the weight 
reduction (which constitutes part of the effect 
size for independent sample t-test) should be 
sufficiently large to demonstrate the superiority 
of the new diet programme over the conventional 
diet programme.

In the second category, the research 
rationale is to measure accurately the 
effectiveness of the new diet programme to 
reduce weight in comparison with conventional 
diet programme, irrespective of whether the 
difference between both programmes is large or 
small. In this situation, the difference does not 
matter since the researcher aims to measure an 
exact difference between them, which means 
that it can only tolerate a very low margin of 
difference. In this circumstance, the researcher 
will therefore only be able to accept the smaller 
effect sizes. The estimate of effect sizes in this 
instance can be reviewed either from literatures, 
pilot study, historical data and rarely by using an 
educated guess.

The acceptable or desirable effect size that 
can be found from the literature can vary over a 
wide range. Thus, one of the better options is to 
seek for the relevant information from published 
articles of recent studies (within 5 years) that 
applied almost similar research design such 
as used the same treatments and had reported 
about similar patient characteristics. If none 
of these published articles can provide a rough 
estimate of the desired effect size, then the 
researcher may have to consider conducting 
a pilot study to obtain a rough estimate of the 
closest approximation to the actual desired effect 
size. Besides, historical data or secondary data 
can also be used to estimate the desired effect 
size, provided that the researcher has access to 
the secondary data of the two diet programmes. 
However, it must be emphasised that deriving 
the effect size from secondary data may not 
always be feasible since the performance of the 
new intervention may still not yet have been 
assessed.  

The last option is to estimate the desired 
effect size based on a scientifically or a clinically 
meaningful effect. This means the researcher, 
through his or her own knowledge and 
experience, is able to determine an expectation 
of the difference in effect, and then to set a target 
difference (namely, effect size) to be achieved. 
For example, a researcher makes an educated 
guess about the new diet programme, and 
requires it to achieve a minimum difference of  
3 kg in weight reduction per month in order for it 

Step 2: To Select the Appropriate Statistical 
Analysis 

Researchers have to decide the appropriate 
analysis or statistical test to be used to answer 
the study objective; regardless of whether 
the aim is to determine a single mean, or a 
prevalence, or correlation, or association, just 
to name a few. The formula that will be used to 
estimate or calculate the sample size will be the 
same as the formula for performing the statistical 
test that will be used to answer the objective of 
study. For example, if an independent sample 
t-test has to be used for analysis, then its sample 
size formula should be based on an independent 
sample t-test. Hence, there is no a single formula 
for sample size calculation or estimation which 
can apply universally to all situations and 
circumstances. 

Step 3: To Calculate or Estimate the Sample Size

Estimating or calculating the sample 
size can be done either by using manual 
calculation, sample size software, sample size 
tables from scientific published articles, or by 
adopting various acceptable rule-of-thumbs. 
Since both the type I and type II errors are 
already pre-specified and fixed, hence only the 
effect size remains to be specified in order for 
the determination of an appropriate sample 
size. To illustrate this point, it will be easier 
to demonstrate by using a case scenario as an 
example. Say a researcher would like to study an 
effectiveness of a new diet programme to reduce 
weight. The researcher believes the new diet 
programme is better than the conventional diet 
programme. It was found that the conventional 
diet programme can reduce on average 1 kg in  
1 month. How many subjects are required to 
prove that the new diet programme is better than 
the conventional diet programme?

Based on Step 1 and Step 2, a researcher 
has decided to apply the independent sample 
t-test to answer the objective of study. Next, the 
researcher will need to specify the effect size after 
having both type I error and power set at 0.05% 
and 80%, respectively (type II error = 20%). 
What margin of effect size will be appropriate? 
This shall depend on the condition itself or the 
underlying research rationale which can then 
be further classified into two categories. In the 
first category, the research rationale is to prove 
that the new diet programme (for reducing 
weight) is superior to the conventional diet 
programme. In this case, the researcher should 
aim for sizeably large effect size. In other words, 
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researcher is expecting a high non-response rate 
in a self-administered survey, then he/she should 
provide an allowance for it by adding more than 
30% such as 40% to 50%. The occurrence of 
non-response could also happen in various other 
scenarios such as dropping out or loss to follow-
up in a cohort study and experimental studies. 
Besides that, missing data or loss of records 
are also potential problems that can result in 
attrition in observational studies. 

Referring to previous example as an 
illustration, by adding 20% of non-response rate 
in each group, 14 subjects are required in each 
group. The calculation should be done as follow: 

11/0.8 = 13.75 ≈ 14 subjects. 

Likewise, for a 30% non-response rate, the 
sample size required in each group will then be 
increased to 16 subjects (11/0.7 = 15.7 ≈ 16).

Step 5: To Write a Sample Size Statement

The sample size statement is important 
and it is usually included in the protocol or 
manuscript. In the existing research literatures, 
the sample size statement is written in various 
styles. This paper recommends for the sample 
size statement to start by reminding the 
readers or reviewers about the main objective 
of study. Hence, this paper recommends all 
the elements from Step 1 until Step 4 (study 
objective, appropriate statistical analysis, sample 
size estimation/calculation and non-response 
rate) should be fully stated in the sample size 
statement. Therefore, a proposed outline of this 
sample size statement of the previous example 
for two weight-losing diet programmes is as 
follows:

“This study hypothesised that the new 
diet programme is better than conventional 
diet programme in terms of weight reduction 
at a 1-month follow-up. Therefore, the sample 
size formula is derived from the independent 
sample t-test. Based on the results of a previous 
study (cite the appropriate reference), all the 
response within each subject group are assumed 
to be normally distributed with a within-group 
standard deviation (SD) of 0.80 kg. If the true 
mean difference of the new diet programme 
versus the conventional diet programme is 
estimated at 1.0 kg, the study will need to recruit 
11 subjects in each group to be able to reject 
the null hypothesis that the population means 
of the new diet programme and conventional 
diet programme are found to be equal with a  
type I error of 0.05 and with at least 80% 

to demonstrate superiority over the conventional 
diet programme. Although it is always feasible 
to set a large effect size especially if the new diet 
programme has proven to be a more rigorous 
intervention and probably also costlier; however, 
there is also a risk for the study to might have 
possibly failed to report a statistically significant 
result if it has subsequently been found that 
the actual effect size is much smaller than that 
adopted by the study, after the analysis has 
been completed. Therefore, it is usually quite a 
challenging task to estimate an accurate effect 
size since the exact value of the effect size is not 
known until the study is completed. However, 
the researcher will still have to set the value 
of effect size for the purpose of sample size 
calculation or estimation.

Next is to calculate or estimate sample size 
either based on manual calculation, sample size 
software, sample size tables or by adopting a 
conventional rule of thumb. Referring to the 
example for illustration purposes, the sample 
size calculation was calculated by using the 
sample size software as follows; with a study 
setting of equal sample size for both groups, the 
mean reduction is set at only 1 kg with within 
group standard deviation estimated at 0.8 
(derived from literature, pilot study or based on 
a reliable source), type I error at 0.05 and 80% 
power, a minimum sample size of 11 subjects 
are required for each group (both for new diet 
programme and conventional diet programme). 
The sample size was calculated using Power and 
Sample Size (PS) software (by William D Dupont 
and W Dale Plummer, Jr. is licensed under a 
Creative Commons Attribution-NonCommercial-
NoDerivs 3.0 United States License).

Step 4: To Provide an Additional Allowance 
During Subject Recruitment to Cater for a 
Certain Proportion of Non-Response

After the minimum required sample size 
has been identified, it is necessary to provide 
additional allowances to cater for potential non-
response subjects. A minimum required sample 
size simply means the minimum number of 
subjects a study must have after recruitment 
is completed. Thus, researchers must ideally 
be able to recruit subjects at least beyond 
the minimum required sample size. To avoid 
underestimation of sample size, researchers will 
need to anticipate the problem of non-response 
and then to make up for it by recruiting more 
subjects on top of the minimum sample size, 
usually by 20% to 30%. If, for example, the 

http://creativecommons.org/licenses/by-nc-nd/3.0/us/
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SD is estimated to be 0.8, and an equal sample 
size is planned for both groups, with type I error 
set at 0.05 and power of at least 80%). In this 
situation, researcher would still be able to draw a 
conclusion that the difference in mean reduction 
after one month was 0.8 kg, and this result was 
statistically significant. Such a conclusion is 
perhaps more meaningful than stating a non-
significant result (P > 0.05) for another study 
with only 11 subjects in each group.

However, it is necessary to always bear in 
mind that obtaining a larger sample size merely 
to show that P-value is less than 0.05 is not the 
right thing to do and it can also result in a waste 
of resources. Hence, the purpose of increasing 
the size of the sample from 11 to 18 per group is 
not merely for obtaining a P-value of less than 
0.05; but more importantly, it is now able to 
draw a valid and clinically-significant conclusion 
from the smallest acceptable value of the effect 
size. In other words, the researcher is now 
able to tolerate a smaller effect size by stating 
that the difference in mean reduction of 0.8 
kg is also considered to be a sizeable effect size 
because it is clinically significant. However, if 
the researcher insists that the difference in mean 
reduction should be at least 1.0 kg, then it will be 
necessary to maintain a minimum sample of only 
11 subjects per group. It is now clear that such a 
subjective variation in the overall consideration 
of the magnitude of this effect size sometimes 
depends on the effectiveness and the cost of the 
new diet programme and hence, this will always 
require some degree of clinical judgement.

The concept of setting a desired value of 
the effect size is almost identical for all types 
of statistical test. The above example is only 
describing an analysis using the independent 
sample t-test. Since each statistical test may 
require a different effect size in its calculation 
or estimation of the sample size; thus, it is 
necessary for the researchers to be familiarised 
with each of these statistical tests in order to be 
able to set the desired values of the effect sizes 
for the study. In addition, further assistance may 
be sought from statisticians or biostatisticians 
for the determination of an adequate minimum 
sample size required for these studies. 

Another Example of Sample Size 
Estimation Using General Rule of Thumb

Say a study aims to determine the 
association of factors with optimal HbA1c level as 
determined by its cut-off point of < 6.5% among 
patients with type 2 diabetes mellitus (T2DM). 

power of this study. By providing an additional 
allowance of 20% in sample recruitment due to 
possible non-response rate, the required sample 
size has been increased to 14 subjects in each 
group. The formula of sample size calculation 
is based on a study reported by Dupont and 
Plummer (31).” 

Discussion on Effect Size Planning

Sample size is just an estimate indicating 
a minimum required number of sample data 
that is necessary to be collected to derive an 
accurate estimate for the target population or 
to obtain statistically significant results based 
on the desired effect sizes. In order to calculate 
or estimate sample size, researchers will need 
to provide some initial estimates for effect 
sizes. It is usually quite challenging to provide 
a reasonably accurate value of the effect size 
because the exact values of these effect sizes 
are usually not known and can only be derived 
from the study after the analysis is completed. 
Hence, the discrepancies of the effect sizes are 
commonly expected where the researchers will 
usually either overestimate or underestimate 
them. 

A major problem often arises when 
the researchers overestimate the effect sizes 
during sample size estimation, which can lead 
to a failure of a study to detect a statistically 
significant result. To avoid such a problem, the 
researchers are encouraged to recruit more 
subjects than the minimum required sample 
size of the study. By referring to the same 
example previously (new diet programme versus 
conventional diet programme), if the required 
sample size is 11 subjects in each group, then 
researchers may consider recruiting more than 
11 subjects such as 18 to 20 subjects in each 
group. This is possible if the researchers have the 
capability in terms of manpower and research 
grant to recruit more subjects and also if there 
are adequate number of subjects available to be 
recruited. 

After the study is completed, if the 
difference in mean reduction was found not at 
least 1 kg after 1 month, then the result might 
not be statistically significant (depending on 
the actual value of the within-group SD) for 
a sample size of 11 subjects in each group. 
However, if the researchers had recruited 18 
subjects in each group, the study will still obtain 
significant results even though the difference of 
mean reduction was 0.8 kg (if the within-group 
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200 subjects in order to fulfil the condition for 
EPV 50 (i.e. 200/4 = 50). On the other hand, by 
estimating the prevalence of ‘good’ outcome at 
70.0%, this study will therefore need to recruit 
at least 290 subjects in order to ensure that a 
minimum 200 subjects will be obtained in the 
‘poor’ outcome category (70/100 x 290 = 203, 
and 203 > 200).

ii) Sample size estimation based on a formula 
of n = 100 + 50i (where i represents number 
of independent variable in the final model)

When using this formula, the researcher 
will first need to set the total number of 
independent variables in the final model (44). 
As stated in the example, the total number 
of independent variables were estimated to 
be about three to four (cite the appropriate 
reference). Then, with a total of four independent 
variables, the minimum required sample size will 
be 300 patients [(i.e. 100 + 50 (4) = 300].

Step 4: To Provide Additional Allowance for a 
Certain Proportion of  Non-Response Rate 

In order to make up for a rough estimate 
of 20.0% of non-response rate, the minimum 
sample size requirement is calculated to be 254 
patients (i.e. 203/0.8) by estimating the sample 
size based on the EPV 50, and is calculated to 
be 375 patients (i.e. 300/0.8) by estimating the 
sample size based on the formula n = 100 + 50i.

Step 5: To Write a Sample Size Statement

There were previously two approaches 
that were introduced to estimate sample size for 
logistic regression. Say, if the researcher chooses 
to apply the formula n = 100 + 50i. Therefore, 
the sample size statement will be written as 
follows:

“The main objective of this study is to 
determine the association of factors with optimal 
HbA1c level as determined by its cut-off point 
of < 6.5% among patients with type 2 diabetes 
mellitus (T2DM). The sample size estimation 
is derived from the general rule of thumb for 
logistic regression proposed by Bujang et al. 
(44), which had established a simple guideline of 
sample size determination for logistic regression. 
In this study, Bujang et al. (44) suggested to 
calculate the sample size by basing on a formula 
n = 100 + 50i. The estimated total number of 
independent variables was about three to four 
(cite the appropriate reference). Thus, with a 
total of four independent variables, the minimum 
required sample size will be 300 patients (i.e. 

Previous study had already estimated that 
several significant factors were identified, and 
then included as three to four variables in the 
final model consisting of parameters that were 
selected from demographic profile of patients 
and clinical parameters (cite the appropriate 
reference). Now, the question is: How many 
T2DM patients should the study recruit in order 
to answer the study objective?

Step 1: To Understand the Objective of Study

The study aims to determine a set of 
independent variables that show a significant 
association with optimal HbA1c level (as 
determined by its cut-off point of < 6.5%) among 
T2DM patients. 

Step 2: To Decide the Appropriate Statistical 
Analysis 

In this example, the outcome variable is in 
the categorical and binary form, such as HbA1c 
level of < 6.5% versus ≥ 6.5%. On the other hand, 
there are about 3 to 4 independent variables, 
which can be expressed in both the categorical 
and numerical form. Therefore, an appropriate 
statistical analysis shall be logistic regression. 

Step 3: To Estimate or Calculate the Sample Size 
Required

Since this study will require a multivariate 
regression analysis, thus it is recommended to 
estimate sample size based on the general rule of 
thumb. This is because the calculation of sample 
size for a multivariate regression analysis can 
be very complicated as the analysis will involve 
many variables and effect sizes. There are several 
general rules of thumb available for estimating 
the sample size for multivariate logistic 
regression. One of the latest rule of thumb is 
proposed by Bujang et al. (44). Two approaches 
are introduced here, namely: i) sample size 
estimation based on concept of event per variable 
(EPV) and ii) sample size estimation based on a 
simple formula.

i) Sample size estimation based on a concept 
EPV 50

For EPV 50, the researcher will need to 
know the prevalence of the ‘good’ outcome 
category and the number of subjects in the 
‘good’ outcome category to fit the rule of EPV 50 
(14, 44). Say, the prevalence of ‘good’ outcome 
category is reported at 70% (cite the appropriate 
reference). Then, with a total of four independent 
variables, the minimum sample size required 
in the ‘poor’ outcome category will be at least 
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studies for power calculation, further research 
is still being conducted in pilot studies in order 
to apply more scientifically robust approaches 
for using pilot studies in gathering preliminary 
support for subsequent research.  For example, 
there are now many published studies 
regarding guidelines for estimating sample size 
requirements in pilot studies (54–61).

Conclusion

This article has sought to provide a 
brief but clear guidance on how to determine 
the minimum sample size requirements for 
all researchers. Sample size calculation can 
be a difficult task, especially for the junior 
researcher. However, the availability of sample 
size software, and sample size tables for sample 
size determination based on various statistical 
tests, and several recommended rules of thumb 
which can be helpful for guiding the researchers 
in the determination of an adequate sample size 
for their studies. For the sake of brevity and 
convenience, this paper hereby proposes a useful 
checklist that is presented in Table 2, which aims 
to guide and assist all researchers to determine 
an adequate sample size for their studies.

100 + 50 (4) = 300). By providing an additional 
allowance to cater for a possible dropout rate 
of 20%, this study will therefore need at least a 
sample size of 300/0.8 = 375 patients.”

Other Issues

Previously, there are four different 
approaches to estimate an effect size such as: 
i) by deriving it from the literature; ii) by using 
historical data or secondary data to estimate it; 
iii) by determining the clinical meaningful effect 
and last but not least and iv) by deriving it from 
the results of a pilot study. It is a controversial 
practice to estimate the effect size from a pilot 
study because it may not be accurate since 
the effect size has been derived from a small 
sample provided by a pilot study (52–55). In 
reality, many researchers often encounter great 
difficulties in the estimation of sample size 
either i) when the required effect size is not 
reported by the existing literature; or ii) if some 
new, innovative research proposals which may 
pose pioneering research questions that have 
never been addressed; or iii) if the research is 
examining a new intervention or exploring a 
new research area in where no similar studies 
have previously been conducted. Although there 
are many concerns about validity of using pilot 

Table 2. A step-by-step guide for sample size determination

Steps Processes Checklist

Step 1 To understand the objective of study

a. The objective of study can be addressed by statistical analysis. (       )

Step 2 To decide the appropriate statistical analysis 

a. The appropriate statistical test to answer the objective of study has been 
selected.

(       )

Step 3 To estimate or calculate the sample size

a. It is necessary to ensure that the basis for which the determination of the 
effect sizes and/or conditions and assumptions for the use of a rule of thumb 
are robust and appropriate.

(       )

b. It is necessary to state clearly the planned effect sizes for the statistical test/
the conditions and assumptions for the use of a rule of thumb for sample 
size estimation.

(       )

c. Sample size is estimated by either i) using a manual calculation; ii) using a 
sample size software; iii) referring to a sample size table or iv) using a well-
recognised rule of thumb.

(       )

d. It is necessary to ensure that the estimated sample size is feasible to be 
recruited within the allocated time period for recruitment.

(       )

(continued on next page)
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Steps Processes Checklist

Step 4 To provide additional allowance to cater for the possibility of non-response rate

a. It is necessary to decide whether the total non-response rate is acceptable 
(or not).

b. It is necessary to adjust the estimated sample size by incorporating an 
additional allowance to cater for a certain percentage of non-response rate.

(       )

(       )

Step 5 To write a sample size statement

The sample size statement should include the following details:

a. The study objective or its hypothesis.

b. The choice of the statistical test to address the study objective.

c. It is necessary to state clearly the effect sizes for the statistical test/the 
conditions and assumptions for the use of a rule of thumb for sample size 
estimation.

d. It is necessary to cite all relevant reference(s) or justification(s) supporting 
the planned effect sizes/condition(s) and assumption(s) for the use of a rule 
of thumb for sample size estimation.

e. It is necessary to state clearly the cut-off values for type I error and power, 
except when the sample size estimation is based on a rule of thumb (then it 
will become unnecessary to do so).

f. It is necessary to state clearly the possibility of non-response rate, and to 
provide an additional allowance to cater for it by recruiting more than the 
minimum sample size.

g. To state the sample size to be recruited.

(       )

(       )

(       )

(       )

(       )

(       )

(       )

Table 2. (continued)

Acknowledgements

I would like to thank the Director General 
of Health, Ministry of Health Malaysia for his 
permission to publish this article. I would also 
thank Dr Ang Swee Hung and Mr Hoon Yon 
Khee for proofreading this article.

Conflict of Interest

None.

Funds

None.

Correspondence

Dr Mohamad Adam Bujang
PhD (Universiti Teknologi MARA, Malaysia)
Clinical Research Centre, Sarawak General 
Hospital,
Jalan Tun Ahmad Zaidi Adruce, 
93586 Kuching, Sarawak, Malaysia.
Tel: 082 276820 
Fax: 082 276823
E-mail: adam@crc.gov.my

References

1. Pandis N, Chung B, Scherer RW, Elbourne D, 
Altman DG. CONSORT 2010 statement: extension 
checklist for reporting within person randomised 
trials. BMJ. 2017;357:j2835. https://doi.
org/10.1136/bmj.j2835

2. Vandenbroucke JP, Von Elm E, Altman 
DG, Gøtzsche PC, Mulrow CD, Pocock SJ. 
Strengthening the Reporting of Observational 
Studies in Epidemiology (STROBE): explanation 
and elaboration. PLoS Med. 2007;4:e297. https://
doi.org/10.1371/journal.pmed.0040297

https://doi.org/10.1136/bmj.j2835
https://doi.org/10.1136/bmj.j2835
https://doi.org/10.1371/journal.pmed.0040297
https://doi.org/10.1371/journal.pmed.0040297


www.mjms.usm.my 25

Review Article | Sample size determination

15. MacCallum RC, Widaman KF, Zhang S, Hong S. 
Sample size in factor analysis. Psychol Methods. 
1999;4:84–99. https://doi.org/10.1037/1082-
989X.4.1.84

16. Lachin JM. Introduction to sample size 
determination and power analysis for clinical 
trials. Controlled Clin Trials. 1981;2(2):93–113. 
https://doi.org/10.1016/0197-2456(81)90001-5

17. Campbell MJ, Julious SA, Altman DG. Estimating 
sample sizes for binary, ordered categorical, and 
continuous outcomes in two group comparisons. 
BMJ. 1995;311:1145–1148. https://doi.
org/10.1136/bmj.311.7013.1145

18. Bartlett JE, Kotrlik JW, Higgins C. Organizational 
research: determining appropriate sample size for 
survey research. Inf Technol Learn Perform J. 
2001;19:43–50. 

19. Israel GD. Determining sample size (Tech. Rep. 
No. PEOD-6). Florida: University of Florida, 
Institute of Food and Agricultural Sciences; 2003.

20. Naing L, Winn T, Rusli BN. Practical issues in 
calculating the sample size for prevalence studies. 
Archives of Orofacial Sciences. 2006;1:9–14.

21. Algina J, Olejnik S. Sample size tables for 
correlation analysis with applications in partial 
correlation and multiple regression analysis. 
Multivar Behav Res. 2003;38:309–323. https://
doi.org/10.1207/S15327906MBR3803_02

22. Bujang MA, Nurakmal B. Sample size guideline 
for correlation analysis. World Journal of Social 
Science Research. 2016;3(1):37–46. https://doi.
org/10.22158/wjssr.v3n1p37

23. Fleiss J, Cohen J. The equivalence of 
weighted kappa and the intraclass correlation 
coefficient as measures of reliability. Edu 
Psychol Meas. 1973;33:613–619. https://doi.
org/10.1177/001316447303300309

24. Bonett DG. Sample size requirements for 
estimating intraclass correlations with desired 
precision. Stat Med. 2002;21:1331–1335. https://
doi.org/10.1002/sim.1108

25. Zou GY. Sample size formulas for estimating 
intraclass correlation coefficients with precision 
and assurance. Stat Med. 2012;31(29):3972–
3981. https://doi.org/10.1002/sim.5466

3. Chia KS. “Significant-itis” — an obsession with 
the P-value. Scand J Work Environ Health. 
1997;23:152–154. https://doi.org/10.5271/sjweh 
.193

4. Cohen J. The earth is round (P < 0.05). Am 
Psychol. 1994;47:997–1003. https://doi.
org/10.1037/0003-066X.49.12.997

5. Gelman A. P-values and statistical practice. 
Epidemiology. 2013;24:69–72. https://doi.
org/10.1097/EDE.0b013e31827886f7

6. Casella G, Berger RL. Statistical inference. Pacific 
Grove, CA: Duxbury Press; 2002.

7. Evans M, Hastings N, Peacock B. Statistical 
distributions. 3rd ed. New York: Wiley; 2000.

8. Ferguson CJ. An effect size primer: a guide for 
clinicians and researchers. Prof Psychol Res Pr. 
2009;40:532–538. https://doi.org/10.1037/
a0015808

9. Cohen J. A power primer. Psychol Bull. 
1992;112:155–159. https://doi.org/10.1037/0033-
2909.112.1.155

10. Krejcie RV, Morgan DW. Determining sample 
size for research activities. Educ Psychol 
Meas. 1970;30:607–610. https://doi.org/10 
.1177/001316447003000308

11. Bujang MA, Baharum N. Guidelines of the 
minimum sample size requirements for Kappa 
agreement test. Epidemiology, Biostatistics, and 
Public Health. 2017;14(2);e12267-1. https://doi.
org/10.2427/12267

12. Bujang MA, Adnan TH. Requirements 
for minimum sample size for sensitivity 
and specificity analysis. J Clin Diagn Res. 
2016;10(10):YE01–YE06. https://doi.org/10 
.7860/JCDR/2016/18129.8744

13. Peduzzi P, Concato J, Feinstein AR, Holford TR. 
Importance of events per independent variable 
in proportional hazards regression analysis. II. 
Accuracy and precision of regression estimates. J 
Clin Epidemiol. 1995;48:1503–1510. https://doi.
org/10.1016/0895-4356(95)00048-8

14. Peduzzi P, Concato J, Kemper E, Holford TR, 
Feinstein AR. A simulation study of the number of 
events per variable in logistic regression analysis. 
J Clin Epidemiol. 1996:49;1373–1379. https://
doi.org/10.1016/S0895-4356(96)00236-3

https://doi.org/10.1037/1082-989X.4.1.84
https://doi.org/10.1037/1082-989X.4.1.84
https://doi.org/10.1016/0197-2456%2881%2990001-5
https://doi.org/10.1136/bmj.311.7013.1145
https://doi.org/10.1136/bmj.311.7013.1145
https://doi.org/10.1207/S15327906MBR3803_02
https://doi.org/10.1207/S15327906MBR3803_02
https://doi.org/10.22158/wjssr.v3n1p37
https://doi.org/10.22158/wjssr.v3n1p37
https://doi.org/10.1177/001316447303300309
https://doi.org/10.1177/001316447303300309
https://doi.org/10.1002/sim.1108
https://doi.org/10.1002/sim.1108
https://doi.org/10.1002/sim.5466
https://doi.org/10.5271/sjweh.193
https://doi.org/10.5271/sjweh.193
https://doi.org/10.1037/0003-066X.49.12.997
https://doi.org/10.1037/0003-066X.49.12.997
https://doi.org/10.1097/EDE.0b013e31827886f7
https://doi.org/10.1097/EDE.0b013e31827886f7
https://doi.org/10.1037/a0015808
https://doi.org/10.1037/a0015808
https://doi.org/10.1037/0033-2909.112.1.155
https://doi.org/10.1037/0033-2909.112.1.155
https://doi.org/10.1177/001316447003000308
https://doi.org/10.1177/001316447003000308
https://doi.org/10.2427/12267
https://doi.org/10.2427/12267
https://doi.org/10.7860/JCDR/2016/18129.8744
https://doi.org/10.7860/JCDR/2016/18129.8744
https://doi.org/10.1016/0895-4356%2895%2900048-8
https://doi.org/10.1016/0895-4356%2895%2900048-8
https://doi.org/10.1016/S0895-4356%2896%2900236-3
https://doi.org/10.1016/S0895-4356%2896%2900236-3


Malays J Med Sci. 2021;28(2):15–27

www.mjms.usm.my26

37. Buderer NM. Statistical methodology: 
incorporating the prevalence of disease into 
the sample size calculation for sensitivity and 
specificity. Acad Emerg Med. 1996;3:895–
900. https://doi.org/10.1111/j.1553-2712.1996.
tb03538.x

38. Malhotra RK, Indrayan A. Simple nomogram 
for estimating sample size for sensitivity and 
specificity of medical tests. Indian J Ophthalmol. 
2010;58:519–522. https://doi.org/10.4103/0301-
4738.71699

39. Hsieh FY, Bloch DA, Larsen MD. A simple 
method of sample size calculation for linear and 
logistic regression.  Stat Med. 1998;17(14):1623–
1634. https://doi.org/10.1002/(SICI)1097-
0258(19980730)17:14%3C1623::AID-SIM871%3E 
3.0.CO;2-S

40. Knofczynski GT, Mundfrom D. Sample sizes when 
using multiple linear regression for prediction. 
Educ Psychol Meas. 2008;68(3):431–442. 
https://doi.org/10.1177/0013164407310131

41. Tabachnick BG, Fidell LS. Using multivariate 
statistics. 6th ed. Boston: Pearson Education; 
2013.

42. Bujang MA, Sa’at N, Tg Abu Bakar Sidik 
TMI. Determination of minimum sample size 
requirement for multiple linear regression 
and analysis of covariance based on 
experimental and non-experimental studies. 
Epidemiology Biostatistics and Public 
Health. 2017;14(3):e12117-1. https://doi.
org/10.2427/1211  

43. Borm GF, Fransen J, Lemmens WA. A simple 
sample size formula for analysis of covariance 
in randomized clinical trials. J Clin Epidemiol. 
2007;60:1234–1238. https://doi.org/10.1016/j.
jclinepi.2007.02.006

44. Bujang MA, Sa’at N, Tg Abu Bakar Sidik TMI, Lim 
CH. Sample size guidelines for logistic regression 
from observational studies with large population: 
emphasis on the accuracy between statistics and 
parameters based on real life clinical data. Malays 
J Med Sci. 2018;25(4):122–130. https://doi.
org/10.21315/mjms2018.25.4.12

26. Bujang MA, Baharum N. A simplified guide to 
determination of sample size requirements for 
estimating the value of intraclass correlation 
coefficient: a review. Arch Orofac Sci. 2017;12:1–
11. 

27. Cicchetti DV. Testing the normal approximation 
and minimal sample size requirements of 
weighted kappa when the number of categories 
is large. Appl Psychol Meas. 1981;5(1):101–104. 
https://doi.org/10.1177/014662168100500114

28. Flack V, Afifi A, Lachenbruch P. Sample size 
determinations for the two rater kappa statistic. 
Psychometrika. 1988;53:321–325. https://doi.
org/10.1007/BF02294215

29. Cantor AB. Sample-size calculations for Cohen’s 
kappa. Psychol Methods. 1996;1(2):150–153. 
https://doi.org/10.1037/1082-989X.1.2.150

30. Sim J, Wright CC. The kappa statistic in reliability 
studies: use, interpretation, and sample size 
requirements. Phys Ther. 2005;85:257–268. 
https://doi.org/10.1093/ptj/85.3.257

31. Dupont WD, Plummer WD. Power and sample 
size calculations for studies involving linear 
regression. Control Clin Trials. 1998;19:589–601. 
https://doi.org/10.1016/S0197-2456(98)00037-3

32. Jan SL, Shieh G. Sample size determinations for 
Welch’s test in one-way heteroscedastic ANOVA. 
Br J Math Psychol. 2014;67:72–93. https://doi.
org/10.1111/bmsp.12006

33. Bonett DG. Sample size requirements for 
testing and estimating coefficient alpha. J Educ 
Behav Stat. 2002;27:335–340. https://doi.
org/10.3102/10769986027004335

34. Bonett DG. Sample size requirements for 
comparing two alpha coefficients. Appl 
Psychol Meas. 2003;27(1):72–74. https://doi.
org/10.1177/0146621602239477

35. Bonett DG, Wright TA. Cronbach’s alpha 
reliability: interval estimation, hypothesis testing, 
and sample size planning. J Organ Behav. 
2015;36(1):3–15. https://doi.org/10.1002/
job.1960

36. Bujang MA, Omar ED, Baharum NA. A review on 
sample size determination for Cronbach’s alpha 
test: a simple guide for researchers. Malays J Med 
Sci, 2018;25(6):85–99. https://doi.org/10.21315/
mjms2018.25.6.9

https://doi.org/10.1111/j.1553-2712.1996.tb03538.x
https://doi.org/10.1111/j.1553-2712.1996.tb03538.x
https://doi.org/10.4103/0301-4738.71699
https://doi.org/10.4103/0301-4738.71699
https://doi.org/10.1002/%28SICI%291097-0258%2819980730%2917:14%253C1623::AID-SIM871%253E3.0.CO%3B2-S
https://doi.org/10.1002/%28SICI%291097-0258%2819980730%2917:14%253C1623::AID-SIM871%253E3.0.CO%3B2-S
https://doi.org/10.1002/%28SICI%291097-0258%2819980730%2917:14%253C1623::AID-SIM871%253E3.0.CO%3B2-S
https://doi.org/10.1177/0013164407310131
https://doi.org/10.2427/1211
https://doi.org/10.2427/1211
https://doi.org/10.1016/j.jclinepi.2007.02.006
https://doi.org/10.1016/j.jclinepi.2007.02.006
https://doi.org/10.21315/mjms2018.25.4.12
https://doi.org/10.21315/mjms2018.25.4.12
https://doi.org/10.1177/014662168100500114
https://doi.org/10.1007/BF02294215
https://doi.org/10.1007/BF02294215
https://doi.org/10.1037/1082-989X.1.2.150
https://doi.org/10.1093/ptj/85.3.257
https://doi.org/10.1016/S0197-2456%2898%2900037-3
https://doi.org/10.1111/bmsp.12006
https://doi.org/10.1111/bmsp.12006
https://doi.org/10.3102/10769986027004335
https://doi.org/10.3102/10769986027004335
https://doi.org/10.1177/0146621602239477
https://doi.org/10.1177/0146621602239477
https://doi.org/10.1002/job.1960
https://doi.org/10.1002/job.1960
https://doi.org/10.21315/mjms2018.25.6.9
https://doi.org/10.21315/mjms2018.25.6.9


www.mjms.usm.my 27

Review Article | Sample size determination

54. Julious SA. Sample size of 12 per group 
rule of thumb for a pilot study. Pharm Stat. 
2005;4(4):287–291. https://doi.org/10.1002/
pst.185

55. Hertzog MA. Considerations in determining 
sample size for pilot studies. Res Nurs Health. 
2008;31(2):180–191. https://doi.org/10.1002/
nur.20247  

56. Johanson GA, Brooks G. Initial scale 
development: sample size for pilot studies. Educ 
Psychol Meas 2010;70:394–400. https://doi.
org/10.1177/0013164409355692

57. Sim J, Lewis M. The size of a pilot study for a 
clinical trial should be calculated in relation 
to considerations of precision and efficiency. J 
Clin Epidemiol. 2012;65:301–308. https://doi.
org/10.1016/j.jclinepi.2011.07.011  

58. Stallard N. Optimal sample sizes for phase 
II clinical trials and pilot studies. Stat Med. 
2012;31:1031–1042. https://doi.org/10.1002/
sim.4357

59. Cocks K, Torgerson DJ. Sample size calculations 
for pilot randomized trials: a confidence interval 
approach. J Clin Epidemiol. 2013;66(2):197–201.  
https://doi.org/10.1016/j.jclinepi.2012.09.002

60. Teare MD, Dimairo M, Shephard N, Hayman 
A, Whitehead A, Walters SJ. Sample size 
requirements to estimate key design parameters 
from external pilot randomised controlled trials: 
a simulation study. Trials. 2014;15(1):264–276.  
https://doi.org/10.1186/1745-6215-15-264

61. Whitehead AL, Julious SA, Cooper CL, Campbell 
MJ. Estimating the sample size for a pilot 
randomised trial to minimise the overall trial 
sample size for the external pilot and main trial 
for a continuous outcome variable. Stat Methods 
Med Res. 2015;25(3):1057–1073. https://doi.
org/10.1177/0962280215588241  

45. Lachin JM, Foulkes MA. Evaluation of sample 
size and power for analyses of survival with 
allowance for nonuniform patient entry, losses 
to follow-up, noncompliance, and stratification. 
Biometrics. 1986;42:507–519. https://doi.
org/10.2307/2531201

46. Hsieh FY, Lavori PW. Sample-size calculations for 
the Cox proportional hazards regression model 
with nonbinary covariates. Control Clin Trials. 
2000;21:552–560. https://doi.org/10.1016/
S0197-2456(00)00104-5

47. Schmoor C, Sauerbrei W, Schumacher M. 
Sample size considerations for the evaluation of 
prognostic factors in survival analysis. Stat Med. 
2000;19:441–452. https://doi.org/10.1002/
(SICI)1097-0258(20000229)19:4%3C441::AID-
SIM349%3E3.0.CO;2-N

48. Barrett PT, Kline P. The observation to variable 
ratio in factor analysis. Personality Study in 
Group Behavior. 1981;1:23–33. 

49. Osborne J, Costello A. Sample size and subject 
to item ratio in principal components analysis. 
Practical Assessment, Research & Evaluation. 
2004;9(11):Article 11. https://doi.org/10.7275/
ktzq-jq66 

50. Bujang MA, Ab Ghani P, Soelar SA, Zulkifli NA. 
Sample size guideline for exploratory factor 
analysis when using small sample: taking into 
considerations of different measurement scales. 
Statistics in Science, Business, and Engineering 
(ICSSBE) 2012, Langkawi, Malaysia, 10–12 
September 2012. https://doi.org/10.1109/
ICSSBE.2012.6396605

51. Bujang MA, Ghani PA, Soelar SA, Zulkifli NA, 
Omar ED. Invalid skewed responses contributes 
to invalid factor solution in exploratory factor 
analysis: a validation approach using real-life 
data. J Behav Health. 2019;8(4):152–160. 
https://doi.org/10.5455/jbh.20190628084939

52. Kraemer HC, Mintz J, Noda A, Tinklenberg J, 
Yesavge JA. Caution regarding the use of pilot 
studies to guide power calculations for study 
proposals. Arch Gen Psychiatry. 2006;63:484–
489. https://doi.org/10.1001/archpsyc.63.5.484

53. Leon AC, Davis LL, Kraemer HC. The 
role and interpretation of pilot studies 
in clinical research. J Psychiatr Res. 
2011;45:626–629. https://doi.org/10.1016/j.
jpsychires.2010.10.008

https://doi.org/10.1002/pst.185
https://doi.org/10.1002/pst.185
https://doi.org/10.1002/nur.20247
https://doi.org/10.1002/nur.20247
https://doi.org/10.1177%2F0013164409355692
https://doi.org/10.1177%2F0013164409355692
https://doi.org/10.1016/j.jclinepi.2011.07.011
https://doi.org/10.1016/j.jclinepi.2011.07.011
https://doi.org/10.1002/sim.4357
https://doi.org/10.1002/sim.4357
https://doi.org/10.1016/j.jclinepi.2012.09.002
https://doi.org/10.1186/1745-6215-15-264
https://doi.org/10.1177%2F0962280215588241
https://doi.org/10.1177%2F0962280215588241
https://doi.org/10.2307/2531201
https://doi.org/10.2307/2531201
https://doi.org/10.1016/S0197-2456%2800%2900104-5
https://doi.org/10.1016/S0197-2456%2800%2900104-5
https://doi.org/10.1002/%28SICI%291097-0258%2820000229%2919:4%253C441::AID-SIM349%253E3.0.CO%3B2-N
https://doi.org/10.1002/%28SICI%291097-0258%2820000229%2919:4%253C441::AID-SIM349%253E3.0.CO%3B2-N
https://doi.org/10.1002/%28SICI%291097-0258%2820000229%2919:4%253C441::AID-SIM349%253E3.0.CO%3B2-N
https://doi.org/10.7275/ktzq-jq66
https://doi.org/10.7275/ktzq-jq66
https://doi.org/10.1109/ICSSBE.2012.6396605
https://doi.org/10.1109/ICSSBE.2012.6396605
https://doi.org/10.5455/jbh.20190628084939
https://doi.org/10.1001/archpsyc.63.5.484
https://doi.org/10.1016/j.jpsychires.2010.10.008
https://doi.org/10.1016/j.jpsychires.2010.10.008

